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- Les réseaux de terrain

- Ethernet Industriel

- Les architectures de contréle commande

- Les serveurs OPC
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Besoins et Contraintes en Communication Industrielle

Hétérogénéité des équipements = OUVERTURE / NON PROPRIETAIRE
= INTEROPERABILITE
= INTERCHANGEABILITE

Non propriétaire - Qualité d'un réseau a pouvoir accepter des équipements provenant de
différentes sources ou constructeurs (Spécifications ouvertes)

Interopérabilité : Capacité d'un équipement a pouvoir réaliser des
actions coordonnées avec d’autres équipements au moyen de communication
réseau (Normalisation, Certification, Homologation)

Interchangeabilité : capacité d'un équipement a pouvoir remplacer
fonctionnellement un autre équipement par simple remplacement physique
sans reconfiguration ou adaptations nécessaires (Profils Métier, .__)

Environnement « dur » IMMUNITE aux parasites / CONNECTIQUE
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Besoins et Contraintes en Communication Industrielle

Rapidité de fonctionnement = TEMPS REEL / DETERMINISME

Déterminisme : Qualit¢ d'un réseau a pouvoir acheminer les messages vers les
destinataires dans un temps garanti borné, en relation avec la dynamique du procédé piloté.

Polling a 100ms; Cycle garanti calculable a priori; Cycle garanti Maximum a 4,8 ms, ...

Sareté de fonctionnement = SURETE / REDONDANCE

Sireté de Fonctionnement : Respect des Normes SIL 1—4 (Security Intrinsic Level)

Redondance: Doublement des Supports de Transmission (Cables),
Doublement des Coupleurs de Communication

Redondance Active : basculement automatique en cas de défaillance
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L'INTEGRATION

CLASSIFICATION ~ CFONCTIONS >(_SYSTEMES > C_INFORMATIONS
GESTION I CALCULATEURS FICHIERS
ENTREPRISE

CONTROLE MICRO-
ATELIER PRODUCTION ORDINATEUR TABLEAUX
COMMANDE
CELLULE CENTRALISEE MESSAGES
SUPERVISION
AUTOMATISATION API
MACHINE CONTROLEURS MOTS
REGULATEURS
/ DONNEES CAPTEURS BITS
TERRAIN ACTIONNEURS

PYRAMIDE CIM (Computer Integrated Manufacturing)
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CLASSIFICATION

TEMPSNON CRITIQUE TRAITEMENT
DE DONNEES
ATELIER
TEMPS>10s
CELLULE
TEMPS<1s TRAITEMENT
DE DONNEES
EN TEMPS
MACHINE TEMPS<01s REEL
TERRAIN

PYRAMIDE CIM Tempsderéponse

(Computer Integrated Manufacturing)
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La Pyramide CIM de | 'Automatisation

Modeéle d'architecture de communication dans une entreprise (1980),
. Pyramide CIM (Computer Integrated Manufacturing).
. Niveaux fonctionnels hiérarchisés d'une entrprise communicante
= Classification des réseaux

Y /!

, /
\\ Volume /
g Données / Niveau

" Echangées,/
\ S R |  _ SE———
/

Informatique,
Gestion, ERP

Niveens i copews,  HMITAPI
YCapteurs j g )
Actionneurs L il péieetey 1O €t Devices

= Spécialisation et Typologie des réseaux adaptées a leur niveau d'utilisation de la pyramide CIM
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Réseaux deterrain
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Bus de Terrain

BUS DE TERRAIN = Réseau de
Communication Numérique

reliant différents types
d 'équipements d 'automatisme

= T

o

1 =
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BUT INITIAL:

Remplacement des boucles

7 o
CiGIE e

de courant 4-20 mA

.. Ml
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Mais aussi :

* DISTRIBUTION : Décentralisation du controle, Traitement des alarmes,
Diagnostics

* INTELLIGENCE : Déportée au niveau de ces équipements
* INTEROPERABILITE : Systéme ouvert

o

=1
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Avantages des réseaux de terrain

* REDUCTION DES COUTS :
— Réduction massive du cablage
— Possibilités de réutiliser le cablage existant
— Réduction du matériel nécessaire a | "installation

« REDUCTION DES COUTS DE MAINTENANCE
— Complexité moindre => Fiabilité accrue
—  Maintenance plus aisée : Dépannage « On Line » (Outils dédiés)
—  Flexibilité

e Performances accrues
— pour I'extension du bus
— Précision de la communication numérique
— Informations disponibles a tous les équipements
— Dialogue direct entre les équipements
— Structure Distribuée : un éclatement de | 'algorithme en plusieurs taches
— Interopérabilité : Connexion d’équipements hétérogénes
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Inconvénients des réseaux de terrain

» Prise en compte de I'information en Temps Réel

» Probleme de partage du medium de
communication

» Sécurité des informations
* Choix du réseau
(Topologie, Accés au bus, Vitesse, Médium)
» Codt direct du prix du Bus de Terrain
» Gestion des incompatibilités
(standard ou propriétaire)
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Historique

* 1940 Process de contrble de capteurs de pression
» 1960 Standard de la boucle de courant 4-20 mA

* 1970 Boom des processeurs => API

» 1980 Bus de terrain propriétaires

e 1992 Standardisation de la couche physique

* 1994 Fieldbus Foundation =
« WorldFIP (World Factory Information Protocol) EUROPE
« ISP (Interoperable System Project) USATopologie

* 1999 Standardisation de la couche Liaison
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Evolution des automatismes

Evolution des Structures de Controle / Commande des Automatismes Programmeés

< 1980 Automatismes Indépendants

+ Gestion indépendante des UC
+ Contrdle centralisé (Coordination par E/S)

- Distance de Cablage E/S = Quelques kilométres

s N
actionneur  capteur transmetieur

Partie Opérative (Tarrain)

Postes de
Controle/
Commande

1985 Automatismes en Réseau

+ Gestion Coordonnée des UC

- Contrdle Distribue T

« Distance de Cablage E/S = Quelques dizaines de métres

% Réseau « d "Automates »
% Réseau « d "Atelier »

.l — —
capteur  motsur  iransmetie
Partie Opératjve (Terrain)
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Evolution des automatismes
0 == O
%

1993 Automatismes Hiérarchisés w  Commands
- Gestion Coordonnée des UC
uc
- Contréle Distribué
- Distance de Cablage E/S = quelques métres Eis

% Réseau d'Entrées / Sorties Déportées

% Remote IO i J
~-acignneur  capteur moleur  ¥ansmetieur
- Partie Opérative (Terrain)
A . . S . = Postes de
1996 Automatismes Répartis et Distribués en réseau IEI Controte/
=== Commande
- Gestion Hiérarchisée de la commande uc
- Contréle Distribué L
« Les Capteurs Actionneurs sont directement connectés sur le Réseau P 4 =
= Distance de Cablage analogique E/S = 0 " EIS | T .I | E‘ ‘- ;‘-l
[ \ )
% Réseau de Capteurs " aconneur  capiEur s wangmeteur

Partie Opérative (Temain) e

Actionneurs
% Sensor Bus
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Normalisation des réseaux de terrain

Décembre 1999, le groupe de travail du projet IEC 61158 converge enfin vers un
compromis de norme sur les réseaux de terrain.

Digital data communications for measurement and control Fieldbus for use in industrial control systems

Extarit IEC61158 " ___ IEC 61158 specifies a number of Fieldbus protocol types. Each protocol type is
designed to permit multiple measurement and control devices to communicate on a shared medium.

Devices communicate directly only with other devices of the same protocol type "

Documents | Document Title OSI Layer
IEC 61158-1 | Introduction

IEC 61158-2 | Physical Layer specification and service definition
IEC 61158-3 | Data Link service definition

IEC 61158-4 | Data Link protocol specification

IEC 61158-5 | Application layer service definition

[N E) XY FO e

IEC 61158-6 | Application layer protocol specification

Norme réseaux de Terrain IEC 61158 : Un "Standard Multi-Standards"
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Normalisation des réseaux de terrain

Standard IEC 61158:
Reconnait 10 types de bus de terrain différents

L'interopérabilité n’est possible qu’a I'intérieur d’'un mém type.

» ControlNet
* Foundation Fieldbus - H1
* Foundation Fieldbus - HSE

* Interbus

* P-Net

» Profibus

» SwiftNet
*  WorldFip
* Profinet

* FF High Speed Ethernet
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Etat du marché des réseaux de

terrain
Développement du marché est basé sur :

Réseau Nceuds Installés

+ Pérennité (Normalisation)
Profibus +10 Millions

« Interopérabilité (Certification produits) Hart 10 Millions
ASI 10 Millions

- Performance (Déterminisme, temps réel) Interbus S 6.5 Millions
Device Net 3 Millions

+ Efficacité (Réponse adaptée aux besoins) C_C Link . 3 Millions
FieldBus Foundation

o _ CANOpen
+ Diversité Fournisseurs et Sources WorldFIP
(Fabricants, OEM, Fondeurs silicium) Fipio / Modbus +

+ Intégrateurs (Compétence, stabilité)
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/ MACHINE

V) CLASSIFICATION

A

INTERNET

RESEAUX INFORMATIQUES

ATELIER x

BUSD 'USINE

y
CELLULE

-~

BUSDE TERRAIN
\ BUS SENSEUR/ACTEUR
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TCP/IP

CLASSIFICATION

/

RNIS
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(K’ SATELLITE
E
N E MODEM
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I
ATELIER N H
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CELLULE N
E
T
MACHINE
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BUS DE TERRAIN et modéle ISO

* Le Modéele I.S.0. possede 7 couches

— Couches de 1 a 4: couches basses chargées d 'assurer un transport
optimal des données

— Couches 5 a 7: couches hautes chargées du traitement des données

7 APPLICATION APPLICATION 7
6 PRESENTATION PROTOCOLE PRESENTATION 6
5 SESSION MESSAGES SESSION 5
t 4 TRANSPORT TRANSPORT 4
SERVICE
3 RESEAU PAQUETS RESEAU 3
2 LIAISON TRAMES LIAISON 2
1 PHYSIQUE BITS PHYSIQUE 1
| SUPPORT PHYSIQUE |
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BUS DE TERRAIN et modéle OSI

* Le Bus de Terrain
Le bus de Terrain est basé sur la restriction du modeéle 1.S.0. a 3 couches.

7 APPLICATION

Les couches 3 a 6 sont vides:

Pas d 'interconnexion avec un autre réseau

2 LIAISON Couche Liaison =

1 PHYSIQUE L.L.C. : Logical Link Control

M.A.C. : Medium Access Control
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EXEMPLES
DeviceNet

Ether!/IP
w.ordFl?  EEEGT A
L JBIUISE

(e
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AS-i (Actuator Sensor Interface)

Le Standard International pour le bus de terrain de plus bas niveau ASI
DTERAEE

M Q Puissance

Réseau de Capteurs /

g Actionneurs
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Caractéristiques de AS-i
A5:..

PHYSIQUES COMMUNICATION
» Topologie: Libre * Principe de communication:
»  Médium: Cable 2 fils non blindés Maitre/Esclave par polling

« Distance: 100m (300m si répéteurs) * Vitesse: temps de cycle < 5ms
* Nombre de nceuds: 31 esclaves Taille des données: 4 bits

DIVERS
e Esclave = 4 entrées TOR+ 4 sorties TOR + 4 bits de paramétrage
» E/S analogique possible
« Données et puissance sur le méme céble (jaune)
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PROFIBUS DP (Distributed Periphericals)

PHYSIQUES COMMUNICATION
» Topologie: Libre * Principe de communication:
e Médium: Paire torsadée, fibre Maitre/Esclave
» Distance: « Vitesse: 9.6 Kbps a 12 Mbps
— 100m a 12 Mbps « Taille des données: 244 octets

— 1200m a 9.6 Kbps
* Nombre de nceuds: 127
DIVERS
* Profibus PA
— dépend d’'un maitre sur Profibus DP
— vitesse=31.25 Kbps
— Données et puissance sur le méme cable
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Ethernet Industrid
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Ethernet industriel

Leterme“Ethernet industriel” peut avoir plusieurs sens.

Le premier concerne I’ utilisation d’ Ethernet dans des environnements difficiles,
notamment en termes de vibrations, de poussiéres, de projections d’ eau, etc.

Pour mettre en ceuvre Ethernet dans ces conditions, il faut utiliser des composants
durcis. Des cébles, des connecteurs, des hubs et de switchs durcis sont disponibles
sur le marché.

La deuxieme signification concerne les «Ethernet classiques » auxquels on a
ajouté une couche Applications. C'est le cas de Profinet, Modbus/TCP,
EtherNet/IP et Powerlink.

Latroisiéme signification porte sur les moutures d’ Ethernet (Powerlink, Profinet)
développées pour pallier les limites d' Ethernet en terme de déterminisme.

Dans de nombreuses applications industrielles, les notions de temps sont
essentielles.
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BUS DE TERRAIN et modele OS

Le modele DOD (Department Of Defense of USA), simplification du modele OSI.
= adapté aux réseaux basés sur les protocoles TCP/ IP.

Modéle OSI Modéle « Réseaux de terrain » Modéle DOD /TCP-IP

‘ VI - Couche APPLICATION ‘ VII - Couche APPLICATION I
‘ VI - Couche PRESENTATION Couche APPLICATION
‘ V - Couche SESSION H
‘ IV - Couche TRANSPORT ‘ Couche HOTE a HOTE (TCP / UDP)

Il - Couche RESEAU 1l - Couche RESEAU ‘ Couche INTERNET (IP)

Il - Couche LIAISON DE DONNEES Il - Couche LIAISON DE DONNEES i

Couche ACCES RESEAU

‘ 1- Couche PHYSIQUE H ‘ 1 - Couche PHYSIQUE D (Ethernet, ATM, ...
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Réseau Local

1

Format Trame Ethernet

Ethernet et modéle OSI

I\ 5

octets

Meéthode CSMA-CD, protection erreur transmission par CRC32, Adressage
physique @MAC sur 6 octets, Unicast, Multicast, Broadcast, MTU = 1500

Manchester, Transmission Synchrone, 10/100MBps, 1GBps

Transmission €lectrique différentielle. paire torsadée cuivre, Codage

6 6 2 1500

|Pre'ambule 64 Bits |@MAC Desvination [@MAL Sonrce

TypedEigiscole | Donueess onche 3
couche 3 1500 Octets Maxi

4
TRC 32 |
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CARRIER
SENSE

MULTIPLE
ACCESS

COLLISION
DETECTION

CSMA/CD

Ethernet et CSMA-CD

Standard IEEE 802.3 : Carrier Sense and Multiple Access with Collision detection

Avant d'émetire, une station
"écoute” la voie pour savoir si elle
est libre -

Si Oui, elle émet sa trame

Si Non, elle attend un temps tire

iy
-
L]

au hasard

Chaque station a les mémes
droits, la topologie apparente est
un bus

Il
[}
i
I
]

Quand une station émet elle
vérifie si son message est
"écrase” par une autre station

yant émise en méme temps :
COLLISION

Charge Maximale du Réseau : 40% Débit Théorique
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Ethernet sur un concentrateur

Hub ou Concentrateur -
Equipement dinterconnexion de stafions, agit =n diffusion de trames surtous ses ports (répéteur non intelligent : inondation des ports)

= 7 HUB Collisi 7
@MAC : aaaa:aaaa.aaaa (4 ports) oflision

MAC : bb‘.bb:bb.bb.bb:bb

4
i

@MAC : cciccicciceicciee: @MAC : dd:dd:dd:dd:dd:dd

|

Hub Ethernet & voies

Topologie apparente : ETOILE

Topologie réelle : BUS

Réseaux de terrain et Ethernet Industriel

Ethernet sur un switch

Switch ou Commutateur :
Equipement d'interconnexion de stations, agit en routage de trames sur chaque port
(équipé d'un processeur RISC qui gére le routage des trames entres les ports)

i Il n’y a Plus de COLLISIONS i
i

SWITCH 2 méthodes de gestion de
@MAC : {4 Ports) @MAC - flux de trames:

aaaaagaaaaaa bb:bb:bb: b:hb:bb

« Cut Through :

flux tiré par 'adresse dest
de la trame entrante, pas de
contréle d'erreur

« Store and Forward :
@MAC Port trame bufferisée, analysée
U ‘aa‘aa;aaaa: 2 uis routée vers le port dest
= | e 2 " i
@MAL - - L WL @MAC :
CCICCICCICCICCICT: cciccicecicciceice 3 dd:dd:dd:dd:dd:dd
dd:dd:dd:dd:dd:dd 4
Ré x de terrain et Ethernet Industriel |
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Ethernet ;. augmentation des
performances

Débit

100 Mbitls 1

Full Duplex I

100 Mbit/s .
e |l J| 100 mbivs

200 Mbit/s

100 Mbit's a0 mbivs | %)

partagé

10 Mbit/s
commuté
Full Duplex
10 Mbit/s
commuté

20 Mbit/s

10 Mbit/s

Technologie réseaux

10 Mbit/s

partagé 4 Mbit/s

*)__ Débit effectif & cause des

Ré x de terrain et Ethernet Industriel |
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Téé-alimentation sur Ethernet

Power Over Ethernet : |IEEE 802.3 af

alimentation électrique et I'échange de paquets de données IP sur un méme cible, 4 paires :
2 paires TX / RX
2 Paires Puissances (limitation100 métres)

Tension 48 Volts,
puissance par équipement inférienre 3 13 Watts

faciliter la mise en ceuvre des équipements réseau (bornes Wi-fi, pomnts d'accés Bluetooth, téléphones IP, etc.)
et autres solutions connectées (imprnimantes, vidéos de surveillance IP, etc ).

Peu d’applications industrielles (VoIP)

Ethernet Switch

[" S x de terrain et Ethernet Industriel |
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Exemple de PROFINET
Traitement de |’ aspect temps-réel

aTCP/IP

= Parametrage et Configuratio

IT appli- = Diagnostic
cations = Negociation du canal de

données utilisateur
Real-Time RT

o- Transmission cyclique des
données trés performante

= Messages/alarmes
événementiels

= Isochronous Real-Time IRT
9 e- Transmission de données
Real-time synchrone

= Support d‘un composant
matériel ERTEC

)
£
A
©
O
o

= Jitter <lpsec
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Exemple de PROFINET
Traitement de |’ aspect temps-réel

 Organisation de I’ autoroute des données

1 voie réservée pour IRT

RT viapriorisation

Propriétés temps réel garanties, indépendamment de la charge réseau
Communication standard ouverte (TCP/IP, IT, etc.)

4,/ B

Reservé pour IRT

x de terrain et Ethernet Industriel | Document Siemens
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Pour et contre Ethernet Industriel

Contre Ethernet

» Chaqgue Bus de Terrain a ses propres
caractéristigues et avantages adaptés aux
applications de commande

» Ethernet n’est pas temps réel

« Capacité mémoire importante et processeur
puissant

* Mauvaise protection (sdreté de l'information)
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Pour et contre Ethernet Industriel

Pour Ethernet

Le PC Industriel est présent dans le secteur industriel
Faible colt des cartes Ethernet pour PC

Protocole TCP/IP bas niveau = Sockets BSD
Interconnexion existante : ponts, routeurs, passerelles
INTERNET

— Télémaintenance a distance

— Supervision

« Etaussi

— Des standards pour un Ethernet Industriel, (encore une bataille)
— Restriction des domaines de collision: commutation, etc.
— Des solutions pour la redondance

x de terrain et Ethernet Industriel |
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L’atelier : un environnement complexe

SPProcessus asynchrones 2 Flux d’information
SMultiples interfaces complexe
SMissions Critiques S Multi-fournisseurs

i 2 Solutions propriétaires
[Réseaux de Tost O B Kehir S BiliilERei€ cChangement prop

41

Des protocoles incompatibles

FD
ICMP

Ethernc 8 TP

Ré x de terrain et Ethernet Industriel |
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Architecture pour le développement des
applications de contr 6le-commande

— Terminal serveur
— Serveur Web
— Serveur OPC

x de terrain et Ethernet Industriel |

43

Lestroisniveaux del’entreprise

”-” Client (Web, Excel, Visual C++, ...)
Entreprise A—
0\
| Ethernet TCP/IP :a
m X
Contréle/Commande FeEE AVERE Ethernet TCP/IP

A1
il

R Réseau de terrain
Terrain

x de terrain et Ethernet 1 rier |
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Application VB,C, C++ ...

Tendance en architectures d' automatisme ;
Structure Client / Serveur

Client Terminal Serveur Client Web

Logiciel de programmation

- - -

- —
______ X o=—=cy
| T =0\ "a ([omRT

Ethernet TCP/IP ‘

H Bases de données icA
E Variables d’automatisme Serveur centralise

Ethernet TCP/IP ou réseau de terrain

Equipements :
Automates,
E/S déportées

x de terrain et Ethernet Industriel |
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Principe : Terminal Serveur
Serveur d' application

”iﬂ ”iﬂ ”iﬂ Client Terminal Server
——r | — = ~ *Client léger
r—— ,'ﬁ%ﬁ\ E——1 Wmdolﬁdr,h 'r]w ch NTE
Ethernet TCP/IP | * Client déporté
Requétes ‘

Service : Terminal Serveur
Serveur d’applications (a distance)

Protocole RDP ou CITRIX ICA E

Communication vers les équipements , X
Ethernet TCP/IP ou réseau de terrain

| |
ez~ o= [y -

il il il il

x de terrain et Ethernet Industriel |
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Principe : Serveur Web
Portail industriel et Serveur Embarqué

Client Web —
__”i'“ -
—_ o
themettcre e :

Serveur Web

Serveur Web Embarqué

l [} ' i l [} '
& FTP

L i L F‘Im

UC de l'automate

v Carte
| | | Ethernet TCP/IP | ' Ethernet TCP/IP
Serveurs HTTP

x de terrain et Ethernet Industriel |
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Principe : Serveur OPC (oLE for rocess control) Serveur de
données

Client Supervision Client Visual Basic Client Web
”-” OPC-client
"3 r’“%i\

Ethernet TCP/IP

Remontée des notifications
avec la fréquence souhaitée
Protocole COM/DCOM
(Requétes de type Read, Write,
Ouverture de canaux de communication...)

Service : OPC-Serveur
Serveur de données

Polling vers les équipements

| _
1) Tp— ¥ Tpa—

i i I i

Ethernet TCP/IP ou réseau de terrain

Ré. x de terrain et Ethernet Industriel |
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Qu’ est ce que OPC?

Au début OPC signifie OLE for Process Contral...

Mais comme OPC a évolug, il a éte adopté en dehors des domaines
du contrdle de process et commeil n’est plus basé uniquement sur la
technologie OLE, un changement de signification s est imposeé.

OPC signifie aujourd’ hui « i Nteropérabilité »

Lafondation OPC est lafondation pour I’ interopérabilité

x de terrain et Ethernet Industriel |
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Challenges industriels

Application Applicatio

OPC Interface OPC Interface

Server Server OPC Server OPC Server
A C A C

Avant OPC: Des interfaces Avec OPC: Clients et serveurs

spécifiques utilisent le méme standard

Des interfaces spécifiques écrites par lesfabricants de matériels et delogiciels
sont nécessaires pour connecter les applications aux automates, cartes
d’'acquisitions et autr es équipements.

Résultat : Un effort couteux, long temps de développement, maintenance
difficile, etc.

x de terrain et Ethernet Industriel |
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OPC Data Access Architecture

MES et/ou HMI Applications OPC Server Une App software qui
(OPC Client)

fournit une liaison
entre le client OPC et
les équipements

e o e o Messagerie propriétaire
OPC Data Access

x de terrain et Ethernet Industriel |

Demande client:
Remontée des notifications
avec la fréquence souhaitée

Demande client:
Polling vers les équipement
avec la fréquence groupe

Fréquence de rafraichissement TCP/IP

des modifications de données

OPC-Serveur

Drivers

ICP/IP
l l Modbus-Plus
FIP

| ! !

L Carte E/S API

Source : Schneider Electric
x de terrain et Ethernet Industriel |
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Ethernet /TCPIP

~  SemewrOPC %

SRRSO Clients.........oocceeeummsssmssensssesesdisssss s,

e IR I
OFSGrpW xls.Ink ofs_bar. hnM orsoT —_ ofo. et i Ik Concept.exe.Ink 2

E 9 : ! 8 Serveur OPC |[SeTveur OPC <
Q a) Applicom S

a P |

|9 + i e i

Windows Elthler MB Fipway P

Serveur %Q

de m—

communication %Q o
Carte i”“' ~

Conceptexe.Ink

Source : Schneider Electric

[

[
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OPC fournit une architecture
distribuée de données

H\

“ nternet‘ |
= — 2 uainN
(T ——)
/-

OPC Data Access Client

OPC Data Access Client OPC Data Access Client OPC Data Access Client
OPC Data Access Server (_OPC Data Access Server > OPC Data Access Server

OPC Data eXchange Server

OPC Data eXchange Server

OPC Data eXchange Server

Fieldbus
System Distributed 1/0 DCS & PLC Systems

Ré x de terrain et Ethernet Industriel |
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Mission OPC en 1995

Dével opper rapidement un draft de spécifications pour
appliquer OLE aux applications de contréle de process
industriels.

Assurer un maximum d’ ouverture en obtenant I’ adhésion
des leaders de I’ automatisation et des utilisateurs finaux et
en tenant compte de leurs remarqgues.
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Fondation OPC

International Industry Standard Organization

— 400+ entreprises membres/ 40+ utilisateur s finaux membres

— 2500+ Total entreprises développant des produits OPC =
15000+ Produits

Le but d OPC est d' ére lafondation de |’ inter opér abilité

— Pour fairecirculer I'information verticalement des équipements
del’atelier avec les différents systemes multi-fournisseurs de
I’entreprise.

— Pour fairecirculer I'information horizontalement entre des
équipementsindustriels sur différentsréseaux de
communication appartenant a plusieursfournisseurs.

— Non seulement des données mais aussi del’information...
Fiable et sécurisé
La collaboration est nécessaire pour développer un standard ouvert

x de terrain et Ethernet Industriel |

56

28



Acceptation par le marché pour OPC

« Uneimportante acceptation et une grande croissance
» Un profil claire des risques et des bénéfices
* Un nombre important d’ applications industrielles verticales

A La courbe Cycle de vie d'une technologie

Cope)

OPC UA
Chasm
Time
»
Innovators Early Adopters Early Majority Late Majority Laggards
Technology Visionaries Pragmatists Conservatives Skeptics

Enthusiasts . .
Source: Inside the Tornado by Geoffrey A. Moore, HarperBusiness, 1995 pages 14 & 19
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Fondation OPC

e Organisation (situation 2004)
— Les dirigeants
* Président - XX — Rockwell Automation
* Vice Président — XX — Siemens AG
¢ Trésorier — XX — Honeywell
¢ Secrétaire — XX — OPC Foundation Marketing
— Le bureau des directeurs
¢ XX -—Siemens AG
¢ XX -—Emerson Process Management
¢ XX —Toshiba
¢ XX —Honeywell
¢ XX - Rockwell software
¢ XX —lIconics

« WWW.OPCfoundation.org (USA)
» WWW.OPCeurope.org (Allemagne)
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Fondation OPC

* Les TSC (Technical Steering Commitee)
— Chairperson — xx — Iconics
— OPC Compliance — ABB
— OPC DA 3.0, OPC DX Rockwell Automation
— OPC Data eXchange Client — Wonderware
— OPC HDA - Matrikon
— OPC Demo — Siemens
— OPC Batch — Yokogawa
— OPC Commands — Ifak
— OPC XML-DA - Honeywell
— OPC AE - ICONICS
— OPC complex data — Emerson Process management
— OPC security — Honeywell et Toshiba
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Intérét d’ OPC

» Réduction des colts de développement pour les
fournisseurs, et réduction des colts d’intégration pour les
utilisateurs.

 Lesfournisseurs Hardware développent un seul ensemble
de composants OPC (drivers — pilotes) pour leurs produits.

» Lesfournisseurs se concentrent sur lavaleur et les
fonctionnalités de leurs solutions au lieu de développer des
technol ogies propriétaires.

 Lesutilisateurs se concentrent sur la valeur gjoutée de leurs
activités au lieu de dépenser de |’ énergie dansles
problémes d’intégration.
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La terminologie OPC

OPC signifie Interopérabilité.
OPC est un ensemble de spécifications, libres de droit,, édités par le
regroupement des utilisateurs au sein de la fondation OPC

Les spécifications OPC sont baties sur les spécification COM/DCOM

— OPC Data Acces — OPC DA

— OPC Alarm & Event — OPC A&E

— OPC Historical Data Acces — OPC HDA

— OPC Batch — OPC Batch ou OPC B

— OPC Common

— OPC Security

— OPC Data eXchage for Ethernet — OPC DX
— OPC XML, Common 10, Command, ...
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Les spécifications par catégorie
Les spécifications OPC définissent les « interfaces COM ».
Ces interfaces traitent des différents domaines du « process control »

e Spécifications communes
— OPC Common 1.0 - 1.1, la spécification commune a tous les serveurs
— OPC security 1.0 - la spécification pour la sécurité des données

» Les spécifications de base
— OPC data Access (DA) 1.0x, 2.0x,3.0 - pour les données temps réel
— OPC Alarm & Event (AE) 1.0, 1.1 - pour les états anormaux sur le procédé
— OPC Standard Access to Histrorical Data (HDA) 1.0
» (Laspécification pour I'archivage des données temps réel)
» Les spécifications complémentaires
— OPC Batch 1.0 - pour les traitements par lots
— OPC DX 1.0 - pour | "échange de données inter serveur DA
— OPC XML DA - pour le transfert des données temps réel via un flux XML
— OPC Automation - pour assurer la compatibilité avec OLE Automation
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Historique

e 1980 - 1996 : Emergence de la micro-informatique et des systémes de
supervision. (Naissance du besoin)

e 1996 : Création de la Fondation OPC, OPC 1.0 (OPC DA)

e 1997 : Spécification OPC DA 2.0

e 1998 : Spécification OPC Common, OPC HDA, DA Automation

e 1999 : Spécification OPC A&E 1.02, A&E Automation, CTT DA 1.0

e 2000 : Spécification OPC Batch 1.0, Security 1.0

e 2001 : Spécification OPC HDA Automation, Batch 2.0, Batch Automation

e 2002 : Spécification OPC A&E 1.1, DA 2.05a

e 2003 : Spécification OPC DA 3.0, DX 1.0, XML DA, CTT 2.0,

» 2005 : Spécification de OPC UA
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OPC Common

« OPC Common
— Les principes communs a tous les serveurs
« Reégle d’enregistrement dans la BDR
* Principe de Connexion
» Mécanisme de Shutdown
— Enumérateur de serveurs OPC
« OPC Security
— Une spécification partagée entre tous les serveurs
— Deux modes de protection des données

rus s ervers 06 gt ds EES CAMADES
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OPC Data Access

« Hiérarchique ou plate
« Des Groupes
« Des Sous Groupes Groupe

. Groupe
+ Desitems
+ Item Properties i
. 3
« Accés aux données
~ CETE — _Gmupe i
Item Item .
= TS | = N —T—
— Par abonnement
FLAT
HIERARCHICAL
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Comment une application utilise
OPC Data Acces?

Server
: OPC Group OPC Group
« C#/VB .NET
» Excel
» Java Applets
» Web Services (XML) il

Capteurs: Température, Pression, etc.

Automate: Mouvement, Flux de matiére, Chimie, etc.

Stockage de données: recettes, constantes
équipements, etc.
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OPC Hiérarchie des objets

S

S-S S B Niveau serveur :gestion d 'une collection

de Groupes

B Niveau Groupe : Gestion d 'une collection d ’ ltems :
listes de variables Automates.

B Niveau variable : Variables automates définies
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Miseen ceuvred 'un OPC client
(Lesprimitives)
Les différentes phases sont :
e Abonnement au serveur CreateObject(...) primitive
e Création des GROUPESd '’ items AddGroup(...) primitive
e Création desITEMSd 'un groupe Addltems(...) primitive
e READ ou WRITE par groupe OPCRead(...) or OPCWrite(...) primitives
« Destruction de groupes RemoveGroup(...) primitive

* Désabonnement du serveur
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OPC Alarm & Event

« Gestion des états anormaux sur le procédé
+ Trois sortes d’événements

— Simple
: Impression Visualisation
- Track}r}g des alarmes des alarmes N Archivage
— Condition related ‘ UBEETES
* Acceés aux données e
[ R

— Asynchrone (Refresh)
— Par abonnement
* Lesfiltres
— Type d’événement
— Sévérité Générateur
d'alarmes
- Zone

Interfaces OPC AZE

— Catégorie
— Data Source
Serveur OPC DA | | Serveur OPC DA Sl
Ré x de terrain et Ethernet Industriel |
69

OPC HDA

« Lesitems
+ Les attributs
* Les agrégats S=as -
< Accés aux données B PR g
Interfaces OPC
— Synchrone HDA
Moteur
— Asynchrone ¥|  Darchivage
Data Source
— Par abonnement -
Donnges
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OPC DX

+ Une spécification pour I'’échange de données horizontales
« DX est une extension d'OPC DA
« Un serveur DX est un serveur DA

Niveau entreprise
OPC DA/DX II
Les interfaces OPC DA sont Client Les interfaces OPC DX sont

utilisées pour localiser les items utilisées pour configurer les flux de
sources et cibles données horizontales
OPC DX
Serveur

Interfaces DA Interfaces DA

device

Anneau & A\ g \
device | | device | |device

devlce\ - jeton
- device
e /devwce\
device device device
\ / - - ~ Niveau terrain
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OPC XML

« SOAP/HTTP/.Net
« XML DA
« XML A&E
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L a cellule flexible d’ assemblage

TSX17 |

| Chargement

Visionique
Postes POSTE D

POSTE A

IFMA iy
Premium | ! E Premium
-------------- ETY110 [ ! | ETY110 |[f--=-----
ETY 410 | | “~"1 SAY 100
Web -

Cam
POSTE C

POSTE B

Réseau de terrain AS-i :--------

Réseau Ethernet :------

| Module AS-i

Superviseur

Poste
Serveur
(Serveur

OPC,
Serveur
HTML et

OPCLink)
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Ar chitectur e de communication

Camérade Commande des
surveillance robots Pilotage données

Acquisition Postes de Serveur
programmation PC

Supervision

Gestion

Données Tec!
LU=
DS

Réseau Intranet
IFMA

de
hniques

Robot

assemblage

Robot

assemblage Automate 1

3
Automate 2 W

Interface Télé-fast
pour E/S

Lecteur

EDES code barre

poste 1

_{ Pupitre intégré

Alimentation

Bus AS-i

Carte E/S
poste 1
Carte E/S
poste 1
Carte E/S
poste 1

Bus TCP/IP Bus de
automatisme 6 lecteurs

Lecteur
code barre

Lecteur
code barre

Coupleur Modbus sur

TCP/IP

MODBUS

TSX 17
Boucle 1
RoboNum

Kuka
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superviseur INTOUCH™ de

Le
Factory Suite.
(local et/ou déporté)

Ce module réalise la liaison entre Serveur HTML C est un serveur d 'informations sur
e serveur OPC et le sup X la cellule d ‘assemblage.

Le serveur OPC OFS de Schneider
Electric met & disposition les

INTRANET IFMA

l Coupleur MODBUS l

OPC Unified Architecture

Déclaration de Mission

e Lamission del’ équipe OPC UA est de définir une
architecture de “system” centrée sur un modéle basé sur le
“service”, fournissant des fonctionnalités pour toutes les
spéecification d’ OPC rassembl ée dans un systéme sécurisé,
fiabilisé et ouvert pour I’ interopérabilité.

 L’architecture doit prendre appui sur les fonctionnalités
des Web services et XML, et doit prendre en compte
I"architecture Microsoft .NET, tout en offrant une
compatibilité avec la base des produits OPC déjainstallée.
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Motivation pour OPC Unified Architecture

[Réseaux de terrain et Ethernet Industriel |
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OPC fournit des standards industriels pour I’ Interopérabilité, La
productivité et la Collaboration

Adv. |O
Controll &
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OPC ‘Address Space’ existant

4 N~ N
Fieldbus Sensor Bus Areas
& NG )
I 1 I
Pres;ure Valve Area 1
Xmitter
-~

» Hiérarchique
» Uniquement des relations Péreffils
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Data Access Address

Pressure
Xmitter

Current Hi Lo
Value Limit Limit
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Data Items and Alarms aujourd’ hui

Alarms & Events Address

les deux températures en
utilisant des connaissances
externes

[ 1"
Field Area 1 Area 2 Area 3
Bus
- - ! - [ .
I I 1 : H I I
Temp : | ' | Temp | Pressure val
Valve - H } ] alve
Xmitter Les Clients doivent corréler Xmitter Xmitter

— T
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UA un espace d’ adressage cohérent

Field
Bus
-7 | >

Pressure Temp
[ Xmitter ] [ valve ] [ Xmitter ]
I

Sensor
Bus

Localisée dans”
référence

|CurrentVaIue| | Hi Limit | | Lo Limit |
N
| Lo Alarm | | Lo Alarm | .
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Modbus l

Profibus I
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